
BUS 230: Business and Economics Research and Communication

Instructor: Dr. James Murray

Practice Exam 2

Spring 2013

MULTIPLE CHOICE: Pick the best answer to each of the following questions (3 points

each).

1. Suppose a survey question asks respondents whether they AGREE or DISAGREE to a political

statement, and the answers are coded in SPSS so that 0 is DISAGREE and 1 is AGREE. Which

of the following statements are true?

(a) The variable cannot be coded this way, because this is a nominal variable.

(b) A one-sample t-test can be used test hypotheses about the proportion of the population

that agrees with the statement.

(c) A Chi-squared test of independence can be used to determine the number of respondents

that agree with the statement.

(d) None of the above.

2. Suppose a university is interested in determining whether the median student evaluation score

for promoted professors is di�erent from professors who have not yet been promoted. Which

statistical test would you use?

(a) Paired-sample t-test.

(b) Independent samples t-test.

(c) Mann Whitney U-test.

(d) Wilcoxon Signed Rank test.

3. Suppose the Wisconsin Department of Transportation is considering requiring people with

multiple speeding tickets to take a class on driving safely, and they are interested in deter-

mining whether taking the class reduces the chance the o�enders will be caught speeding

again in the next 12 months. Suppose the Department of Transportation randomly assigns

100 o�enders to take the class, and they track the driving records for this group and another

group of 80 o�enders that did not take the class. If an o�ender is caught for speeding again in

12 months, the variable tracking this is set to 1 and 0 otherwise. What statistical test would

you use to see if there is a di�erence in the proportion of o�enders in each group?

(a) Paired-sample t-test.

(b) Independent samples t-test.

(c) Mann Whitney U-test.

(d) Wilcoxon Signed Rank test.
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4. Which of the following statements concerning nominal data is true?

(a) Nominal data can be used to de�ne two or more groups, for which you can use interval

or ratio data to test for di�erences.

(b) Nominal data is categorical data in which the categories cannot be ordered in a mean-

ingful way.

(c) A Chi-squared test can be used to determine if there is a relationship between two nominal

variables.

(d) All of the above.

5. Which of the following could be considered an alternative hypothesis for a statistical test?

(a) The sample mean for group 1 is equal to the sample mean for group 2.

(b) The sample mean for group 1 is not equal to the sample mean for group 2.

(c) The population mean for group 1 is equal to the population mean for group 2.

(d) The population mean for group 1 is not equal to the population mean for group 2.

6. Under which scenario do you �nd statistical evidence to prove the null hypothesis?

(a) When the p-value is less than the signi�cance level.

(b) When the p-value is greater than the signi�cance level.

(c) When the t-statistic implies you should reject the alternative hypothesis.

(d) None of the above.

7. Suppose a sales company is interested in determining whether there is a relationship between

the number of years experience a salesman has, and average monthly sales revenue he or she

generates. Which statistical test would you use?

(a) Independent samples t-test.

(b) Chi-squared test of independence.

(c) Pearson correlation.

(d) Spearman correlation.

8. Suppose a �nancial services �rm has 4 levels of positions (associate consultant, lead consultant,

project manager, and program manager), and 4 performance levels for their annual perfor-

mance review (excellent, very good, good, poor). Suppose the company wants to determine

if there is a linear relationship between performance level and position level. What statistical

test would you use?

(a) Pearson correlation.

(b) Spearman correlation.

(c) Independent samples t-test.

(d) Mann Whitney U-test.
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9. A correlation coe�cient close to -0.9 would indicate,

(a) A math error occurred, because the correlation coe�cient must be between 0 and 1.

(b) When one variable increases the other tends to decrease.

(c) When one variable increases the other increases.

(d) None of the above.

10. The sampling distribution for a statistic...

(a) is equal to the population probability distribution when the sample size is large.

(b) is a probability distribution for the possible values a statistic can take.

(c) is a probability distribution for the sample data.

(d) All of the above.

11. A null hypothesis for the Spearman correlation test for two variables could be,

(a) There is no di�erence between the correlation of the �rst variable and the correlation of

the second variable.

(b) There is a negative linear relationship between the two the variables.

(c) There is no linear relationship between the two variables.

(d) The population correlation coe�cient is greater than 0.0.

12. Which is NOT a valid consideration when choosing a statistical test?

(a) What is the scale of measurement for the variables?

(b) Which variable is the dependent variable and which is the independent variable?

(c) What is the research question?

(d) Are you looking for a di�erence or relationship/co-movement?

13. Which of the following is a correct de�nition for a p-value?

(a) A p-value is the probability that the null hypothesis is correct.

(b) A p-value is the probability that the alternative hypothesis is correct.

(c) A p-value is the probability of �nding the sample evidence given the null hypothesis is

true.

(d) A p-value is the probability of the population mean is equal to the value in the alternative

hypothesis.
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14. Which of the following types of variables can be used for a Pearson correlation?

(a) Two interval/ratio variables.

(b) One interval/ratio variable and one ordinal variable.

(c) Two nominal variables.

(d) All of the above.

15. Suppose you collect data on employment status (full-time, part-time, not employed) and

extra curricular activity participation (not at all, occasional participation in clubs or sports,

active participation in clubs or sports). What statistical test would you use to determine a

relationship between these two variables?

(a) Pearson correlation.

(b) Spearman correlation.

(c) Chi-squared test of independence.

(d) None of the above.

16. Which of the following is NOT a result from the Central Limit Theorem?

(a) The sampling distribution is normally distributed.

(b) The standard deviation of the sampling distribution decreases as the sample size in-

creases.

(c) The mean of the sample is equal to the mean of the population.

(d) All of the above are results of the Central Limit Theorem.

17. Which of the following is NOT a necessary step for conducting a hypothesis test?

(a) Stating the null and alternative hypotheses.

(b) Explaining in plain-English the value of the t-statistic.

(c) Using the p-value to determine whether to reject or fail to reject the null hypothesis.

(d) All the above are necessary steps of a hypothesis test.

18. Suppose a researcher collects income data on people who are college graduates and those who

are not. What test would you use to determine if there a di�erence in average income between

those who graduating college and those who did not?

(a) Independent samples t-test.

(b) Paired samples t-test.

(c) Chi-squared test of independence.

(d) One-sample t-test.
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19. Suppose a college instructor is interested in whether a class lesson led to an improvement in

student learning. To test this, she gives the class a quiz before the lesson, and administers the

same quiz after the lesson. What statistical test should she use?

(a) Independent samples t-test.

(b) Paired samples t-test.

(c) Chi-squared test of independence.

(d) One-sample t-test.

20. Suppose a survey among declared Democrat and Republican voters asked respondents how

strongly they agree with a policy statement, with possible answers: strongly agree, agree,

disagree, strongly disagree. Suppose you are interested in determining whether the average

response was di�erent for Democrats versus Republicans. Which statistical test would you

use?

(a) Independent samples t-test.

(b) Paired samples t-test.

(c) Chi-squared test of independence.

(d) Mann Whitney U-Test.

21. Under which conditions will the sampling distribution for the sample mean be normally dis-

tributed?

(a) When the population is normally distributed.

(b) When the sample size is large.

(c) When the assumptions of the central limit theorem hold.

(d) All of the above.

22. If a p-value for a test is 0.068 and the signi�cance level used in the hypothesis test is 10%,

what is your conclusion?

(a) Fail to reject the null hypothesis.

(b) Reject the null hypothesis.

(c) Fail to reject the alternative hypothesis.

(d) Reject the alternative hypothesis.

23. Which of the following tests involve computing the mean?

(a) One-sample t-test.

(b) Pearson correlation coe�cient.

(c) Chi-squared test of independence.

(d) All of the above.
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24. Which of the following research projects would a non-parametric test be appropriate?

(a) A researcher collects data on 97 individuals to determine whether there is a relationship

between credit card debt (measured in dollars) and income (measured in dollars).

(b) A researcher collects data on 28 individuals to determine whether college-educated 25-

29 year old people have more credit card debt (measured in dollars) than non-college-

educated people of the same age range.

(c) A researcher collects data on 78 individuals to see if the ratio of credit card debt to income

(a single, ratio variable) for Wisconsin residents is higher than the national average of

5%.

(d) A researcher collects data on 22 individuals to present descriptive statistics on credit

card debt and income.

25. Suppose you measure the productivity of workers by the number of units of output they

produce per hour. You want to test if a �nancial incentive increases productivity, so you

compare the productivity of the same workers after the incentive is o�ered to their productivity

before the incentive was o�ered. Which statistical test would you use?

(a) Paired-sample t test.

(b) Independent samples t test

(c) Chi-Squared test of independence

(d) One sample t test

26. Which of the following is NOT a valid consideration when choosing a statistical test?

(a) Is a parametric test or non-parametric test most appropriate?

(b) What is the scale of measurement for the variables you are using?

(c) What is the p-value of the statistical test?

(d) What is the question you are trying to answer?

27. Which of the following is a way of expressing the alternative hypothesis for the Chi-square

test of independence?

(a) Two column variable and row variable are independent.

(b) There is a relationship between the column variable and row variable.

(c) The correlation coe�cient is equal to zero.

(d) The mean of the column variable is equal to the mean of the row variable.
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28. Suppose you have two ordinal variables: the degree of satisfaction a student has regarding

a college course, and the frequency that the person skips class. What test could you use to

determine if there is a relationship between these two variables?

(a) Pearson correlation.

(b) Spearman correlation.

(c) Wilcoxon Signed Rank test.

(d) All of the above.

29. Which of the following is a test regarding the di�erence between the medians of two indepen-

dent groups?

(a) Independent samples T-test.

(b) Mann Whitney U-test.

(c) Pearson correlation coe�cient.

(d) Chi-square test of independence.

30. Which of the following is true regarding the Wilcoxon Signed Rank test and the Paired Samples

T-test?

(a) Both are non-parametric tests.

(b) Both depend on the assumptions of the central limit theorem.

(c) Both are tests for the correlation coe�cient.

(d) Both are test for di�erences between two groups, where each group is a di�erent mea-

surement taken from the same sampling units.
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HYPOTHESIS TESTING: Conduct each of the hypothesis tests below. Remem-

ber for each hypothesis test to state the null and alternative hypotheses, report

the p-value, report your rejection decision, and state your research conclusion in

plain English (8 points each).

31. A researcher is interested in determining whether there is a relationship between grade school

children's interests and the class standing. The researcher asked 478 grade school children

whether being good at sports, being popular, or getting good grades was their most important

goal. Class standing is 1st grade, 2nd grade, 3rd grade, 4th grade, and 5th grade. Use the

SPSS output below to test the hypothesis that there is a relationship between these two

variables.
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32. A researcher is interested in whether there is a di�erence in the unemployment rate of men

ages 14-24 (Variable U1 is number of unemployed men aged 14-24 per 1000 men in the age

group) and men ages 34-39 (Variable U2 is the number of unemployed men aged 35-39 per

1000 men in the age group). In 1960, the researcher collected data on the unemployment

rate of men in these age groups for 47 U.S. states. Use the SPSS output below to test the

hypothesis that there is a di�erence in the unemployment rate for these two groups.
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33. A researcher is interested in determining whether there is a relationship between income

inequality and crime rate. In 1960, researchers collected data on crime rate and income

inequality for 47 U.S. states. The researcher estimates a Pearson Correlation Coe�cient on

crime rate and income inequality. Use the output from SPSS given below to test the hypothesis

that there is a relationship between crime and income inequality.
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